
illustrates the prior statistics of the speech and noise 
spectrums. Methods employing binary masks have 
been revealed to yield substantial intelligibility 
improvements in extremely low SNR situations in 
these ideal sceneries. These positive outcomes have 
encouraged the researchers to estimate/develop the 
binary masks and proposed as the goal of 
computational auditory scene analysis (CASA) [iii], 
[vi], [vii]. Given this obvious evidence of intelligibility 
improvement using binary masks, work has been done 
in the recent past in trying to estimate these masks [ii], 
[viii] and describing the benefits of such masking     
[ix-xii], all with an interpretation to using these 
methodologies in auditory prostheses. It is discussed in 
[v] that binary masks should be favored over soft-
masks for the purpose of complexity decline unless a 
soft-mask method can expressively improve the speech 
intelligibility. Still intelligibility improvement in the 
single-channel speech enhancement algorithms 
remains an indescribable goal [xiii], [xiv] primarily 
because of inaccurate estimation of the parameters for 
the filtering. In this paper a new method for deriving a 
binary mask is proposed that only retains the spectro-
temporal regions where the target speech is dominant. 
The paper is organized as: the signal model and a brief 
introduction of the proposed approach are presented in 
the Section 2. In Section 3, we present the tests 
conducted to evaluate the proposed mask. We wish to 
evaluate the potential of the mask to improve the 
speech intelligibility and quality in adverse listening 
situations.

dies [xv], [xvi] revealed enormous 
gains in speech intelligibility when proper constraints 
are enforced on the gain-induced speech magnitude 
distortions. On basis of the promising outcomes of past 
studies, a technique to estimate the binary mask is 
proposed which depends on magnitude spectrum 
constraints. Fig. 1

II. THE PROPOSED SPEECH ENHANCEMENT 

ALGORITHM

The prior stu

 shows the block diagram of the 
proposed speech enhancement (noise-reduction) 
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Abstract-An alternate binary mask is constructed to 
improve the speech intelligibility and quality based on 
constraints of the magnitude spectrum. Motivated by 
previous studies of speech intelligibility obtained using 
processing strategies based on ideal binary masks, a 
new method for deriving a mask is proposed that 
separates noisy speech into time-frequency channels. 
The binary mask decisions are made on the basis of 
speech constraints imposed by the spectral subtraction 
Gain-induced distortions. All time-frequency channels 
satisfying the constraints are retained while time-
frequency channels violating the constraints are 
discarded. The speech signals degraded at various 
signal-to-noise levels (-5dB, 0dB, +5dB) using babble 
and street makers are processed by the proposed mask 
and are presented to the normal hearing listeners in 
experiments measuring speech intelligibility. The 
results revealed significant improvements in speech 
intelligibility and quality even at low SNR levels.

Keywords-Ideal Binary Mask, Noise Estimation, 
Speech Intelligibility, Spectral Subtraction

I. INTRODUCTION

Approaches for enhancing the target speech in 
noisy situations via binary time-frequency masks 
primarily take advantage of the sparsity and 
disjointness of speech spectrums in their short-time-
frequency illustrations, constructing a mask that only 
retains the spectro-temporal regions where the target 
speech is governing. The enhanced speech is then 
reproduced after imposing this mask to the noisy signal 
spectrums. The cues for estimating these masks can be 
attained either using single-microphone techniques    
[i-ii] or multi-microphone methods [iii-iv]. A 
comprehensive literature review on the time-frequency 
masking can be found in [v]. In this framework, efforts 
have been made to express a so-called ideal binary 
mask as the objective of binary mask estimation. This 
all-or-nothing conclusion is established on basis of a 
local or a fixed signal-to-noise-ratio (SNR) threshold in 
the time-frequency channels and the prefix ideal 

A Novel Binary Mask Estimation based on 
Spectral Subtraction Gain-Induced Distortions 
for Improved Speech Intelligibility and Quality
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masking as the post-processing (intelligibility 
enhancement) step, which is described next section.

algorithm, consists of the noise estimation and gain 
computation as pre-processing step and ideal binary 
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Fig. 1. Block diagram of proposed noise reduction algorithm

(3)

(4)

The binary mask is constructed by considering 
only the a posteriori SNR information at every 
frequency bin. The spectral subtraction gain function 
G(ù,t) and a posteriori SNR is computed as; From 
equation 1;

(5)

(6)

 
known as gain function in speech enhancement. Note

(7)

(8)

á is over-subtraction parameter which is set to 1 in 
the proposed mask and ë(ù,t) is the estimate of 
background noise variance acquired by the noise 
estimation algorithm proposed in [xviii]. G(ù,t) is

A. Constraints based Binary Mask Estimation
The noisy speech sentences were processed by 

conventional spectral subtraction algorithm [xvii]. The 
spectral subtraction method estimates magnitude 
spectrum of underlying novel speech by subtracting an 
estimate of the masker spectrum from noisy speech 
spectrum in short-time Fourier transform (STFT) 
domain. The greatest advantage of this technique lies in 
its simplicity, since all that is required is an estimate of 
the mean noise power. Let noisy speech, clean speech 
and noise signal be defined by y(n), s(n) and d(n)  
respectively and expressed as:

y[n] = s[n] + d[n] (1)

The noisy speech was first segmented into frames 
with50% overlap among successive frames. Every 
frame was Hann windowed and STFT was computed. 
Let Y(ù,t), S(ù,t) and D(ù,t) denotes the noisy, clean 
and noise signal spectral components at time frame t 
and frequency bin ù. The estimate of the speech 

spectrum magnitude | (ù,t)| from the noisy observation 
is achieved by multiplying Y(ù,t) with the spectral 
subtraction gain function G(ù,t) as:

(2)

The spectral subtraction gain function G(ù,t) is 
computed as;

Noisy Speech

y[n] = s[n] + d[n]

Time-Frequency
Analysis

[Hann-Window,DFT]

Gain Estimator for Speech

Noise Estimation
[MCRA]

Gain Computation
[SS-Ne]

Reference Clean
Speech

Binary Mask Decision

Inverse DFT

Enhanced Speech
(Reduced Noise)

Estimated Mask Target+Masker

Mask Applied to Noisy Spectrum

M
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III. PERFORMANCE EVALUATION SCALES 

AND DISCUSSIONS

A new method for deriving a binary mask is 
proposed which is discussed in section 2. We evaluate 
the proposed approach on the basis of two performance 
measures (1) the speech intelligibility enhancement 
under the low SNR environments and (2) quality of the 
synthesized speech in terms of the perceptual speech 
quality and overall quality.

A. Speech Intelligibility Tests
We evaluated our novel method to estimate binary 

mask with intelligibility listening tests in two phases.
1)Phase I: Effect of frame length on 
intelligibility
In phase I, the intelligibility listening tests 

were conducted to evaluate the performance of 
proposed mask for different frame lengths N, the 
parameter used in proposed speech enhancement 
algorithm. Speech sentences were selected from the 
IEEE database a database to facilitate the 
evaluation of the speech enhancement algorithms. 
Every sentence is sampled at 8 kHz frequency and 
has an average duration about 2.5 seconds. Sentences 
were recorded in silent room and were produced by two 
male and two female speakers. The noisy stimuli were 
generated by degrading the clean stimuli with the 
babble and street noise at -5dB, 0dB and 5dB SNRs 
using ITU-T recommendation P.56 . The 
noise sources were taken from AURORA database 

 Eight normal-hearing listeners were 
engaged to conduct listening tests. Out of the eight, 
four listeners participated in the first phase of the 
listening test. The tests were conducted in the quiet 
room and the participants were familiar of the 
listening tasks during a pre-experiment session. We 
changed the frame length N from 128-points to 1024-
points and computed the mean intelligibility scores, 
shown in the F , where the highest gain in

[xx],

[xxi]

[xxii].

ig. 2

 

that G(ù,t) is real and, in principle, is always positive, 
taking values in range of 0  G(ù,t) 1. Negative values 
are sometimes obtained owning to inaccurate estimates 
of noise spectrum.  It is important to note that equation 
6 is an approximation because of the presence of cross 
terms [xix]. These cross terms are zero only in the 
statistical sense assuming that the signals are 
stationary. Speech, however, is non-stationary but in 
noise reduction applications, signals are processed on 
frame-by-frame (20-30 ms windows) basis where we 
consider the speech to be stationary. We assumed the 
prior knowledge of the clean speech as this was 
necessary in order to impose constraints. Therefore; to 
impose the constraints, the estimated magnitude 

spectrum | (ù,t)| was compared against the true speech 
spectrum |S(j,k)| for each time-frequency channel. The 
time-frequency channels satisfying the constraints 

(| (ù,t)|<|S(ù,t)|) were retained whereas time-
frequency channels violating the constraints 

(| (ù,t)|>|S(ù,t)|) were discarded. The modified 

magnitude spectrum, | (ù,t)| was computed as;M

(9)

The mask in the equation (11) was found to be 
reasonably effective in improving the speech 
intelligibility [xv]. However, the mask is ideal 
magnitude-constraint binary mask as it involves the 
access to true magnitude spectrum, which is not 
available in real-time applications. Following the 
above selection of time-frequency channels, an inverse 
STFT was applied to the modified speech spectrum 

| (j,k)| using the phase of noisy speech spectrum and M

the overlap-and-add method was finally used to 
synthesized noise-suppressed speech.

Fig. 2. The mean speech intelligibility scores for the Babble and Street maskers with different Frame lengths N
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Fig. 3

Fig. 3

able I.

 illustrates the results of the speech intelligibility 
tests. With pIBM a significant improvement in speech 
intelligibility was noted compare to that achieved with 
un-processed speech and SS-Ne. A significant 
improvement in the speech intelligibility was observed 
for both the pIBM and sIBM . But question is 
whether one maskprovides some advantage over the 
other?, to answer this question; the t-test based 
statistical analysis was computed for the mean 
intelligibility scores obtained with the SS-Ne, sIBM 
and pIBM respectively. We examine whether 
improvement in speech intelligibility is statistically 
significant or not. The results are given in T  The 
computed value of t determines the acceptance or 
rejection of the null hypothesis. If the value of t is found 
to be greater than a critical value, then the null 
hypothesis is rejected and concludes that there is 
statistically significant difference in intelligibility. All 
the t-tests in this paper have been carried out at 95% 
significance level. If t<t and p-value is smaller than critical

the speech intelligibility was observed for the frame 
length N=256-points in all noisy conditions. 

2)Phase II:Comparison with other methods for 
speech intelligibility
In previous phase, the performance of the 

proposed binary mask has been evaluated in terms of 
speech intelligibility for different frame lengths N. 
Now we wish to assess the robustness of pIBM in terms 
of speech intelligibility against different speech 
enhancement approaches. The listeners participated in 
the four processing situations including un-processed 
stimuli (UN-P); speech processed by the SNR based 
binary mask (sIBM), speech processed by the spectral 
subtraction using noise estimation (SS-Ne) and speech 
processed by proposed binary mask (pIBM). In this 
particular experiment, another 60 IEEE sentences were 
used to evaluate the performance of the proposed 
algorithm against other algorithms. The remaining four 
listeners participated in the particular listening test.  

Fig. 3. Mean intelligibility scores as a function of SNR levels for babble and street maskers across the IEEE 
Sentences for different processing strategies

TABLE I

THE T-TEST BASED STATISTICAL ANALYSIS

Mean intelligibility scores obtained in % for SS-Ne and pIBM

t-test statistical analysisNoise 

Babble

Street
-5
0
5

SNR (dB)

-5
0
5

65.90
70.90
75.90

SS-Ne

69.00
73.92
78.70

75.30
82.90
92.90

pIBM

78.20
86.10
95.70

tstatistic tcritical Pvalue

10.03
15.79
22.36
13.29
17.71
23.10

2.262
2.262
2.262
2.262
2.262
2.262

p<0.00017
p<0.00017
p<0.00016
p<0.00017
p<0.00014
p<0.00014

Mean intelligibility scores obtained in % for sIBM and pIBM

t-test statistical analysisNoise 

Babble

Street
-5
0
5

SNR (dB)

-5
0
5

sIBM

75.30
82.90
92.90

pIBM

78.20
86.10
95.70

tstatistic tcritical Pvalue

72.80
79.10
90.10
75.70
82.21
92.23

09.30
10.58
12.58
09.47
10.81
10.22

2.262
2.262
2.262
2.262
2.262
2.262

p<0.00016
p<0.00017
p<0.00017
p<0.00016
p<0.00017
p<0.00017
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suggesting that the improvement in the speech 
intelligibility is statistically significant.

0.05, then the given results are statistically 
insignificant. It can be observed from that the   
p-values obtained for pIBM against SS-Ne and sIBM in 
all noisy conditions are smaller than 0.05 and t>t , critical

 Table I 

TABLE II

PESQ AND C  RESULTS FOR NOISE REDUCTION ALGORITHM WITH DIFFERENTOVL

 FRAME LENGTHS N (WITH 95% CONFIDENCE INTERVAL)

Noise 

Babble

Street

PESQ-MOS Overall quality (C )OVL

Frame Lengths (N-points)

128 samples
256 samples
512 samples
1024 samples

128 samples
256 samples
512 samples
1024 samples

-5dB 0dB 5dB

2.18±0.05
2.31±0.04
2.15±0.05
2.03±0.04

2.26±0.05
2.52±0.05
2.32±0.06
2.12±0.05

2.53±0.05
2.71±0.04
2.49±0.05
2.19±0.04

2.58±0.05
2.82±0.05
2.54±0.05
2.35±0.05

2.81±0.05
3.02±0.05
2.73±0.06
2.31±0.05

2.92±0.05
3.24±0.04
2.88±0.05
2.58±0.04

-5dB 0dB 5dB

2.09±0.05
2.48±0.04
2.11±0.05
1.97±0.04

2.19±0.05
2.63±0.05
2.12±0.06
2.01±0.05

2.41±0.05
2.94±0.04
2.38±0.05
2.08±0.04

2.49±0.05
2.87±0.05
2.41±0.05
2.21±0.05

2.72±0.05
3.21±0.05
2.67±0.06
2.22±0.05

2.84±0.05
3.29±0.04
2.77±0.05
2.51±0.04

TABLE III

PESQ AND C  RESULTS AND COMPARISON BETWEEN THE UNPROCESSED STIMULI (UN-P), SPECTRAL OVL

SUBTRACTION WITH MCRA NOISE ESTIMATION (SS-NE), SNR BASED BINARY MASK  (sIBM) AND 

PROPOSED BINARY MASK (pIBM) IN THE VARIOUS MASKER CONDITIONS(WITH 95% CONFIDENCE INTERVAL)

Noise 

Babble

Street

PESQ-MOS Overall quality (C )OVL

Algorithms -5dB 0dB 5dB -5dB 0dB 5dB

UN-P
SS-Ne
sIBM
pIBM

UNP
SS-Ne
sIBM
pIBM

1.46±0.04
1.51±0.04
2.21±0.05
2.31±0.03

1.39±0.04
1.50±0.05
2.41±0.05
2.52±0.04

1.68±0.04
1.81±0.04
2.61±0.05
2.71±0.05

1.77±0.04
1.93±0.06
2.71±0.04
2.82±0.05

2.01±0.04
2.33±0.04
3.01±0.05
3.02±0.05

2.16±0.05
2.34±0.04
3.27±0.04
3.24±0.05

1.30±0.04
1.40±0.05
2.43±0.05
2.48±0.04

1.34±0.04
1.63±0.05
2.58±0.05
2.63±0.05

1.52±0.04
1.82±0.05
2.81±0.05
2.94±0.04

1.71±0.04
2.11±0.05
2.79±0.05
2.87±0.05

2.02±0.04
2.37±0.05
3.09±0.05
3.21±0.05

2.11±0.05
2.63±0.05
3.31±0.05
3.29±0.04

Fig. 4. Spectrograms of utterance by a male speaker from IEEE database. The speech enhanced by proposed binary mask 
at different frame lengths N (A) N= 128-Points, (B) N= 256-Points, (C) N= 512-Points and (D) N= 1024-Points
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for three algorithms and un-processed condition. For 
pIBM, we observed high PESQ and C  scores in all OVL

noisy situations compared to un-processed noisy 
speech and speech processed by the SS-Ne. Moreover, 
the PESQ and C  scores for speech processed by the OVL

pIBM were found to be consistently higher in all SNR 
conditions than those processed by the sIBM. The 
highest gain in PESQ (0.17) was recorded for the street 
noise at 5dB and lowest gain in PESQ (0.01) was 
obtained for babble noise at 5dB. Similarly, the highest 
gain in C  (0.13) was observed for the babble noise at OVL

0dB and lowest gain in C  (0.01) was obtained for OVL

babble noise at 5dB.   We believe that higher PESQ and 
C  scores were recorded with pIBM technique can be OVL

endorsed to the fact that better noise reduction was 
attained since spectral subtraction gain function was 
enforced to noisy stimuli before binary masking. The 
performance difference is observable which implies 
that the pIBM approach is efficient in the noise 
reduction at acceptable speech distortion. The 
spectrograms for the clean, noisy and processed speech 
by different techniques are illustrated in the  It is 
seen that the speech spectra by proposed binary mask 
are well preserved while residual noise spectra are 
effectively reduced as shown in F .

 Fig. 5.

ig. 5(E) and 6 (E)

B. Objective Speech Quality Evaluation
To evaluate the quality of synthesized speech 

objectively, we use the quality evaluation measure, the 
perceptual evaluation of speech quality (PESQ), which 
is suggested by the ITU-T for speech quality 
evaluation. We also used the objective speech quality 
evaluation method recommended by the ITU-T , 
which was referred to as the composite measure (C ). OVL

Again, we changed the frame length N from 128-points 
to 1024-points and computed the PESQ and C  OVL

scores respectively. The highest gain in the PESQ and 
C  scores was recorded for 256-points in all noisy OVL

conditions shown in  By observing the results 
of the experiments for the different frame lengths N, 
optimum frame length of 256-points was chosen as the 
best compromise for the proposed speech enhancement 
algorithm. At longer frame lengths N, a slurring effect 
was noticed which is visible in the spectrograms shown 
in  Since the proposed mask is applied to the 
spectral subtraction processed spectrums instead of the 
degraded spectrums, we supposed that the pIBM 
produces better speech quality. To test our supposition, 
the PESQ and C  measures were used to evaluate the OVL

speech quality of processed speech against SS-Ne and 
sIBM.  compares the PESQ and C  results OVL

[xxiii]

[xxiv]

Table II.

Fig. 4 (D).

Table III

 

Fig. 5. The spectrograms of (A) clean speech, (B) noisy speech and processed speech by (C) Spectral subtraction 
with noise estimation (SS-Ne), (D) SNR based BM (sBM) and (E) Proposed binary mask (pBM)
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intelligibility. The statistical analysis suggests that the 
improvement in the speech intelligibility is statistically 
significant. Moreover, the speech synthesized using 
proposed mask revealed high quality even at very low 
SNR than that attained by speech processed with 
instantaneous SNR based mask and spectral 
subtraction with noise estimation. By observing the 
results of experiments for different frame lengths N, the 
optimum frame length of 256-points was chosen as the 
best compromise for the proposed noise reduction 
algorithm.We conclude that the proposed mask 
provides an improved benchmark for future research.

IV. CONCLUSIONS

We proposed a novel noise reduction algorithm to 
reduce background noise and improve speech 
intelligibility and quality using time-frequency mask 
which was based on the spectral subtraction gain 
induced distortions. The binary mask retains all time-
frequency channels satisfying the constraints 

(| (j,k)|<|S(j,k)|) while discard all time-frequency 

channels violating constraints (| (j,k)|>|S(j,k)|). The 
results of listening tests with the normal-hearing 
listeners showed a remarkable gain in the speech 

Fig. 6.The Time-domain waveforms of (A) clean speech, (B) noisy speech and processed speech by (C) Spectral 
subtraction with noise estimation (SS-Ne), (D) SNR based BM (sBM) and (E) Proposed binary mask (pBM)
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